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Abstract. Twitter messages can be located in a city and take the pulse of the
citizens’ activity. The temporal and spatial location of spots of high activity, the
mobility patterns and the existence of unforeseen bursts constitute a certain Ur-
ban Chronotype, which is altered when a city-wide event happens, such as a
world-class Congress. This paper proposes a Social Sensing Platform to track the
Urban Chronotype, able to collect the Tweets, categorize their provenance and
extract knowledge about them. The clustering algorithm DBScan is proposed to
detect the hot spots, and a day to day analysis reveals the movement patterns.
Having analyzed the Tweetbeat of Barcelona during the 2012 Mobile World
Congress, results show that a easy-to-deploy social sensor based on Twitter is
capable of representing the presence and interests of the attendees in the city
and enables future practical applications. Initial empirical results haven shown a
significant alteration in the behavioural patterns of users and clusters of activity
within the city.

1 Introduction

In the last decades, the number of inhabitants in urban spaces has enormously increased.
In addition to being a place where people dwell, cities have become the center of human
activities, the place where people move, work, play, learn, buy, sell and experience emo-
tions. From a high-level perspective, a certain beat of the city can be perceived, and its
realization as measurable figures and precise facts has always been of the highest interest
for sociologists, entrepreneurs, urban planners, policy makers, or just for mere observers.

To achieve the understanding of citizens’ behaviour in the cities, information has been
traditionally gathered via random polling and indirect measures, when not directly from
the mere intuition. These approaches however, imply the main disadvantage of obtaining
biased information (i.e. polled participants not providing real information, having partial
sampling), and often require expensive procedures that often require long execution time.

Fortunately, in the last few years, mobile technologies have gained massive spread
among the citizens, and these can now be used as proactive sensors. Device capabilities
improve constantly, prices drop and wireless connectivity infrastructures are becoming
each time more universal. Indeed, device-holders have now the facility to continuously
share all kind of information anytime and anywhere, and much of this information is
public. Moreover, the proliferation of social networking has generated an incomparable
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and incentivizing framework for users to share any type of information about friend-
ships (e.g. Facebook), work-colleagues (e.g. Linkedin), pictures (e.g. Flickr) or even
the favourites dishes in the restaurants around (e.g. Foodspotting).

In this paper, we propose to capture the beat of the city and its alterations (provoked
by the visitors activity) in the face of a public event by exploiting the public data offered
by Twitter (i.e. a microblogging platform with a relative abundance of messages, geolo-
cation capabilities and good temporal stamp for each point). Moreover, the portmanteau
Tweetbeat conveys the idea that the beat of the city is reflected in the beat of Twitter.

Therefore, the scope of this research is twofold: (1) to develop a hardware-
infrastructure-less social sensor whose observation target is the city (fed with the
microblogging information individually provided by their users), and (2) to evaluate
the viability of the newly developed sensor to build urban-behavioural models (e.g.
HotSpots identification, mobility patterns and unforeseen events detection, etc), which
from now on will be referred as Urban Chronotypes (UC). To achieve this, Twitter
seemed to be the ideal candidate because Twitter-users can attach the GPS position of
the device from where they tweet, allows information public access, and this access is
obtained in “near” real-time. Thus, we highlight the role of Twitter as a Social Sensor
for Urban Chronotypes identification. Gathered information will allow us to identify
the average UC, and therefore, be able to detect potential disturbances within a city.

Our case of study focuses on the city of Barcelona, host of the international event
Mobile World Congress (MWC). To cover the necessary phases in the UC creating pro-
cess, we implemented the Social Sensing Platform (SSP), which gathered all tweets
in Barcelona during 3 weeks: one week before to the MWC, the MWC week and one
week after the event. Once data was captured, the framework was capable of perform-
ing several types of knowledge extraction through statistical analysis, and clustering
techniques, using the DBScan algorithm. The SSP allowed us to observe the average
Chronotype of the city of Barcelona, and how the UC was affected by a major event
such as the MWC.

The rest of the paper is organized as follows: Section 2 reviews the state of the art and
similar contributions; in Sec. 3 we state the problem, and the case of study is determined
in Sec. 4. In Sec. 5 we describe the modular architecture of our social sensor, and some
initial statistical results are presented in Sec. 6. Later in Sec. 7 we present the results
obtained after applying clustering techniques, and finally we draw some conclusions
and sketch the future work in Sec. 8.

2 Related Work

The idea of examining the mobility patterns in a city during a certain event by observing
microblog posts has not been directly considered, but a number of related experiments
have been described.

The first piece of information about an event is its mere existence. Microblogging
has actually been used as a sensor to detect both natural phenomena (like earthquakes
[1], levels of pollen in the air [2] or even weather events [3]) and events of human nature
(crime and disaster events [4], those that gather crowds [5] or general events in [6]).

Beyond the mere detection, these events have been also further characterised in or-
der to extract useful information. Among this information, the spatial and temporal
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coordinates of the users have been a key aspect. The temporal description of microblog-
ging posts or social media in general, together with a sentiment analysis can be used
to anticipate events of any sort, like the commercial success of a movie [7] or even the
stock market [8]. The spatial description of social media can be used to detect points of
interest, like geolocated flickr photos for the tourist case in [9], which actually reaveal
trajectories when it combines this information with the time stamps. The joint analysis
of temoporal and spatial description of Twitter messages produces indeed richer results
and it has been used to anticipate music popularity [10], political alignment [11] or
general Twitter themes [12].

The rich information provided by telecommunication networks used to characterize
the city dynamics in front of a certain event, as in [13], can be thus replaced by public
information and far more sparse; as an example the regular beat of New York was well
characterized from Tweets collected by [14].

From another point of view, [15] characterized the nature of different regions regard-
ing mobility by proposing a first step of identification of the relevant areas (applying a
k-means clustering algorithm to Tweets), and then a second step tracking the movement
pattern with new users coming into a cluster or existing users leaving it. These move-
ments were shown to be predictable with a semi-Markov model by [16], although in
this case data was acquired from Mobile Social Networks where the posting frequency
was much higher than that of microblogging.

3 Problem Statement

The Smartcity paradigm has recently received an ever-increasing level of attention
from the scientific community. Optimizing urban processes is a research goal that gath-
ers different scientific areas such as Policy-making, Computer Science, Urbanism and
Sociology. Opposed to the classical passive continuous sensing approach (where sys-
tem owners had to study special parameters such as where to locate the sensor or the
sensing-frequency, and then detect anomalies in the normal behavior of the observed
object/phenomenon), in this work we plan to profit from the human pro-active sensing
capabilities (enabled by their mobile devices such as smartphones).

As we have seen in Sec. 2 other researchers have profitted from Social Media plat-
forms to obtain information related to the urban behavior of users. Although, until now,
experiments done with Twitter as a source of information have been performed by ad-
vantaging of the full Twitter support (i.e. not considering only publicly available in-
formation via the standard API, but a full opened connection which is not commonly
granted to the general public). Thus, in this work we emphasize in, how this Social Sen-
sor can provide us information to observe and detect alterations in the Urban Chrono-
type of the city, and, the viability of achieving it with a given dataset that is based
on information publicly available without the requirement of any private partnership
or special Social Domain participation. Moreover, we demonstrate that, the developed
platform can be considered as a low-cost social sensor. Finally, by applying intelligent
analyses (such as geospatial clustering), our main goal is to support decision making
processes and identify important changes in the city in near real-time.

To achieve this goal, we profit from our knowledge and expertise in Smartcities and
apply it to the city of Barcelona, together with the celebration of a worldwide event such
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as the MWC. This specific case of study is interesting, as it provides us of a controlled
event (such as the MWC) where we have already a background knowledge inferred
from previous editions (e.g. the amount of participants or location of the venue), and
makes it an ideal candidate for the SSP initial experimentation. The controlled situation
that the MWC offers, serves as a control test, allowing us to evaluate the performance
of the platform even when facing unexpected results.

4 Case of Study

The city of Barcelona has been the host for the Mobile World Congress for six edi-
tions celebrated yearly (from 2006 to 2012) at Fira de Barcelona - Plaza España Pavil-
ion. From the previous editions, we know that this event brings to the city a numerous
amount of people (an average of 50.000 people in the last 6 editions, and 65.000 in the
2012 edition) from all over the world, with a common interest: mobile devices. Because
of this common technological interest, we hypothesized that the infiltration level of So-
cial Media applications within this community should be high. Therefore, the MWC
attendees (as any other visitor) have an effect on the average Urban Chronotype of the
city, with the slight difference that this effect might be reflected on the activity recorded
by Twitter with a higher impact.

In order to observe this variation on the Barcelona Urban Chronotype, first we need
to obtain the average Urban Chronotype that would work as a control case for us. The
city of Barcelona was the host for the Mobile World Congress from February 27th to
March 1st 2012, and as control cases we have decided to use the week before and after
the event.

5 Social Sensing Platform Architecture

The proposed social sensing architecture is composed of 3 independent but interacting
elements, as shown in Figure 1, each of them described below.

This platform receives as an input the City to be “sensed”. Other parameters are
optional, such as the hashtags of the potential event to track.

5.1 Tweet Hunter

This module is in charge of the information acquisition of the City, which in this specific
case is gathered from the microblogging site Twitter (further versions of this platform
will include other social media sources). Twitter allows us to query via a single stream-
ing connection per user and IP by using the public Streaming API, obtaining near real-
time information. Queries to the Twitter Streaming API can be of several types, but we
focused on the geospatial type of queries, where, given a bounding box (delimited by
the south-west and north-east coordinates) Twitter will return ’all’ the Tweets generated
within that area. Moreover, according to the Twitter streaming API Documentation1, it

1 How are rate limits determined on the Streaming API? on
https://dev.twitter.com/docs/faq. Accessed on May 31st 2012

https://dev.twitter.com/docs/faq
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Fig. 1. Social Sensing Platform Architecture

provides a maximum of 1% of the global Twitter streaming (returning a message if this
limits is exceeded), meaning that we could risk information loss, if the query response
overpasses this limit. Thus, to reduce the probability of information loss considering
the specific case of Barcelona, we have setup five proxies, each of them with an opened
stream connection, targeting particular area of the city and configured with the targeted
area related parameters. We have strategically selected four different and highly impor-
tant spots in Barcelona (i.e. airport, main train station, tourist center and Fira Barcelona
- epicenter of the MWC2012 event) and setup four of the collectors with each of the
spot’s bounding box. Additionally, a fifth collector with a bounding box that covered the
whole city of Barcelona. By taking advantage of the bounding box configuration, we as-
sumed that, 1) the targeted spots (bounding boxes) were small enough and therefore not
able to produce more than 1% of the global twitter streaming, and, 2) information not
captured by the fifth streaming - targeting the whole city, could be completed with the
other four streaming connections (targeting the most crowded places), and ultimately
the data loss could be neglected.

5.2 Tourist Finder

Some information about the users is handled by the Tourist Finder, and its main task
is to determine the origin of the captured Tweet’s users and place them in any of the
following categories: Local, Tourist or Unknown. The content of the Tweet, which in
some occasions has been used to locate the message ([17]) has been neglected in our
experiment.

The Tourist Finder performs two important interactions:

1. With the Twitter REST API: to query about user’s location. As each gathered tweet
is accompanied with the user id that have originated that tweet, we can query



48 D. Villatoro et al.

Twitter (via REST API) about the user’s specified location in his own Twitter pro-
file. In that way, our platform obtains a list of users and their locations.

2. With the DBpedia REST API: to query the set of keywords that identifies a city or
region of the world. With the origin’s dataset, this module builds up an ontology
based on 1) automatic queries to identify a set of keywords related to a particu-
lar city/place of the world, this is done thanks to the DBpedia API (which for this
specific case returned us a complete list of all the Populated Places, such as cities,
towns or villages, in the Catalonia Region), and 2) a semi-automatic classifier that
automatically extracts a set of unrecognized keywords (not identified by the pre-
vious process), and that, needs manual interaction to be able to identify when a
location input is clearly undefined (e.g. “somewhere in the world”, “in this planet”,
“Gaga’s Heart”, etc). Note that, since the location parameter in Twitter is an input to
be entered by the user, an inherent truthfulness error probability will always exist.

After these two steps the Tourist Finder will be able to classify all the users in one of
the following categories:

1. Locals: all users with a location parameter within Catalonia region.
2. Tourists: all users with a location parameter outside Catalonia.
3. Unknown: all users with no location or location undefined (location not recog-

nized).

5.3 City Rays

This module is in charge of actually analyzing the data obtained from the gathered
Tweets and extract knowledge out of them. It is also in charge of analyzing temporal and
geospatial analysis. It is capable of extracting average behaviours in different temporal
ranges, combining the information obtained from the Tourist Finder module, and it also
performs spatial clustering techniques. This module however can be easily extended
with new functionalities (e.g. spatio-temporal analysis).

6 Geostatistical Analysis

As previously specified, the experiment lasted for three uninterrupted weeks from Feb
20th (00:00:00) 2012 to March 11th (23:59:59) 2012. Table 2 describes the date ranges
covered by each of the experiment weeks and its corresponding identifier. Week 1 and
Week 3 are the control cases, although we understand that both weeks might be slightly
affected by the event.

During these three weeks we gathered around 250,000 tweets from the Twitter
Streaming API (generated by 15,911 different users), where the 43.10% of them con-
tained the GPS coordinates associated to the user’s geolocation when posting those
tweets.

Figure 2 shows the total number of different Twitter Users (that tweeted at least once)
in Barcelona with respect to those whose Tweet’s contained specific geopositions. It is
easy to observe the behavioural variation during Week 2. We hypothesize that the peak
reached the first day of Week 2 is affected by the studied event (the MWC). Moreover,
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Table 1. Experiment Weeks Identifiers and Coverage

Week Id. Initial Date End Date Exp. Category
Week 1 02/20/2012 02/26/2012 Control Case
Week 2 02/27/2012 03/04/2012 Subject of Study
Week 3 03/05/2012 03/11/2012 Control Case

we can observe that the ratio of Geolocated tweets remains constant at around 40%
during the three weeks2 as it can be seen in Fig.2. This is an interesting result that lead
us to think that the individual behavioural trends with respect to geo-positioning are not
affected by the external event.
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Fig. 2. Twitter Users and Geopositioned Users

However, we were interested in observing the specific trends of the event attendees.
To do so, we extract the tweets that contained any information related to the event that
for the sake of readability will referred as #MWC (although it refers to a set of hashtags
and keywords related to the event such as, #MWC2012, #MWC12, MWC, "Mobile
World Congress", etc).

Figure 3 compares the amount of different users per day that used at least once one of
the #MWC related hashtags in a geolocalized tweet with those that did not geolocalize
the tweet. We can observe that the event possesses a strong geolocalized facet wrt the
average city trends shown in Fig. 2, since users actively provided their geoposition when
they tweeted about this event. Moreover, we can observe that the curve reaches its peak
during the event (as predicted by [18]), showing an initial activation effect two days
previous to the event.

2 We would like to remark that this ratio improves the the state of the art analysis performed in
the literature, where the most successful identified case worked with a dataset that presented
at geopositioning ratio of the 0.41%.
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Fig. 3. #MWC User distribution
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In order to assure the geoposition character of the event, we extract the average daily
pattern of the amount of the different geopositioned twitters (users that tweeted with
the specific geolocation at least once in a period of time) and compare the results of the
three different weeks. In Figure 4 we can observe the substantial difference observed
during Week 2. This result combined with the previous result lead us to hypothesize
that users interested in the MWC event were also active geopositioning users, which
can therefore provide us with relative information about their behavior within the host
city.
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In order to know more about the type of users that are influencing the city during the
event, the Tourist Finder module help us to determine the origin of users. We focus only
on the geopositioned users. Figure 5 shows how during the event, the number of Tourists
increases up to the point of exceeding the number of Locals during the opening day.
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Fig. 5. Geopositioned Users Origin’s Distribution

7 Geospatial Clustering Analysis

After a detailed comparative analysis of clustering algorithms with spatial data [19], we
opt for DBScan, rather than other well-known clustering algorithms such as CLARANS,
EM or k-means. The DBScan Algorithm [20] is a clustering algorithm that posses a
number of characteristics that differentiates it from the other standard algorithms in the
literature and makes it the ideal candidate for our scientific scope:

1. It is based in the concept of density reachability, producing satisfying results iden-
tifying arbitrarily shaped clusters.

2. The number of clusters is not given a priori.
3. The algorithm tolerates noise, allowing for some data points not to be assigned to

any cluster.

Table 2. DBScan ε-sensitivity Results

Epsilon m. # Clusters Noise
0.025 2000 m. 7 63
0.0125 1000 m. 46 229

0.00625 500 m. 273 1248
0.0025 200 m. 1385 6899

0.00125 100 m. 2773 17223
0.000625 50 m. 3452 31298
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(a) ε = 0.00125 Downtown Barcelona Close-up

(b) ε = 0.000625 Plaza España Close-Up

Fig. 6. ε-Sensitivity

The DBScan is sensible to two input parameters: the minimum amount of points (intu-
itively fixed to 5 for the results presented), and the ε value. The ε value determines the
minimum distance amongst point to be part of a cluster, and therefore, also determines
the granularity of the cluster (higher values of ε results in coarser clusters).
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(a) Downtown Barcelona Areas of Interest

(b) Clusters obtained in Week 1 and 3

(c) Clusters obtained in Week 2

Fig. 7. Geospatial Clustering Results

Determining a priori the correct value of ε is problem dependent and almost unfea-
sible for the type of scenario we face. Therefore we perform a search space of this pa-
rameter. For the complete dataset gathered from the 3 weeks, we can observe in Table 2
that with lower values of ε the number of clusters increases, and therefore the number
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of noise generated. As the bounding box that we defined included some surroundings
towns of Barcelona, we can see how certain values of ε (ε = 0.0125 or ε = 0.00625)
create clusters that differentiate cities, although the whole city of Barcelona remain as
one unique cluster, being hard to determine the areas of interest. When we apply lower
values of ε (ε = 0.00125), we start detecting realistic clusters to be considered in a
city such as Barcelona (e.g. in Figure 6(a) we can see how the Ramblas are perfectly
clustered, as well as Plaza España). However, with smaller levels of ε (ε = 0.000625)
the clusters become very granular (e.g. in Figure 6(b), focused in Plaza España, we can
see different clusters for the different pavilions and surrounding areas). Determining the
correct value of ε becomes an interesting problem to be solved, although for our initial
experimental set we use empirically obtained values.

Having empirically tested the effects of different values of ε in our dataset, we de-
cided to use ε = 0.00125. This value represents a distance of 100m, which in the city
of Barcelona has special sense, as it is the regular measure of one block in Eixample
neighborhood (dominating a substantial area of the city-center).

The clusters generated in each of the three weeks are substantially different in the city
after executing the DBScan algorithm (with ε = 0.00125). Figure 7 shows a snapshot of
these results, accompanied with a reference guide of the city of Barcelona (in Fig. 7(a)).
We can easily observe that in the control-case weeks the clusters generated in the city
(partially shown in Fig.7(b)) would be part of the Urban Chronotype of the city, showing
the clusters of activity in the city in its normal state. However, we can spot how a
substantial cluster appears in the Plaza España area (host of the MWC) in Fig. 7(c).

8 Conclusions and Future Work

In this work we have presented a modular social sensing architecture for urban environ-
ments. This architecture is fed with information obtained from the Streaming Twitter
API, and has resulted satisfactory since we have obtained a 40% of the generated tweets
with specific coordinates. This architecture can be seen as a low-cost sensor of the city,
and allow us to construct the urban chronotype. This urban chronotype serves to com-
pare the current behavior of the city and try to detect anomalous behaviour in the city in
near real-time. However, before taking a real-time approach, we have used a controlled
scenario that have an impact in the city, such as the Mobile World Congress, which in
the 2012 edition had around 65.000 participants.

Along this paper we have shown the behavioural patterns of the city in its normal
state and during the event, where we can see trends in the amount of users, geospatial
information generated or distribution of the population depending their origin. The dif-
ferences between the control case weeks and the event week are substantial enough to
determine the success of our urban social sensor.

Moreover, we have used clustering algorithms to extract the areas of high-activity
in the city. Amongst the existing clustering algorithms we opted using the DBScan
algorithm, even though, it is extremely sensible to the ε value. Unfortunately, there are
no existing techniques to approximate the value of ε for specific problems.

As future work, we will extend the DBScan algorithm, by profiting from the nature
and context of the information that we are handling and improve the efficiency of it.
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Specifically, there is some urban information that is publicly available in the form of
open data (such as the average cost of housing square meter or the population density
per neighborhood). We plan to dynamically adapt the ε value with respect to the the
average population density of the dataset; in that way, when one instance is selected to
be evaluated, the adapted algorithm will obtain the neighborhood or city to which that
instance pertains and then obtain the population density to dynamically adapt the value
of ε: coarser when evaluating points out of the observed city and, fine grained when
evaluating points within the city.

Moreover, we plan to evaluate the efficiency of our platform when facing real-time
detection of anomalous behaviour within the city, which will imply the adaptation of
the algorithms to perform in real-time.

Finally, and as part of our long-term research, we will evaluate the mobility patterns
of those active users, considering each of their geolocalized tweets as digital footprints
that can be evaluated as part of a track. Combined with the classification of the user’s
origin we will be able to extract mobility patterns within the city depending on the users
origin.
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