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Abstract

Linked Data is the key paradigm of the Semantic Web, a new generation of
the World Wide Web that promises to bring meaning (semantics) to data. A
large number of both public and private organizations have published their
data following the Linked Data principles, or have done so with data from
other organizations. To this extent, since the generation and publication of
Linked Data are intensive engineering processes that require high attention
in order to achieve high quality, and since experience has shown that existing
general guidelines are not always sufficient to be applied to every domain,
this paper presents a set of guidelines for generating and publishing Linked
Data in the context of energy consumption in buildings (one aspect of Build-
ing Information Models). These guidelines offer a comprehensive description
of the tasks to perform, including a list of steps, tools that help in achieving
the task, various alternatives for performing the task, and best practices and
recommendations. Furthermore, this paper presents a complete example on
the generation and publication of Linked Data about energy consumption in
buildings, following the presented guidelines, in which the energy consump-
tion data of council sites (e.g., buildings and lights) belonging to the Leeds
City Council jurisdiction have been generated and published as Linked Data.
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1. Introduction

Last years have witnessed the growing interest of many practitioners in
publishing semantic data on the Web, mainly powered by the Linked Datal
initiative, the key paradigm in the next generation of the World Wide Web
called the Semantic Web [1]. The concept of Linked Data comes from the
idea of using the Web to connect data and aims at transforming the Web
into a global knowledge base. The key concept in Linked Data are links
between data from different data sets, which ensure that data sets are not
just isolated data islands and support data integration.

By describing the concepts in a domain and the relationships between
them, ontologies are formal representations of knowledge about a certain
domain and are the cornerstone of the Linked Data initiative since they are
the formal models for representing data on the Web. Ontologies contain
different components (e.g., classes, properties, instances and axioms), and
can be implemented in various languages, being the most widely used and
accepted language the one standardized by the W3C, the Web Ontology
Language (OWL) [2].

The basic principles for developing Linked Data are the following?: i) to
provide URIs for each entity to be represented; ii) to provide HTTP URIs for
those entities; iii) to use web standards such as RDF [3] for describing data;
and iv) to include links to resources already available in the Web. In addition
to these principles, in order to realize the notion of Linked Data, not only
data must be available in a standard format (i.e., RDF), but also concepts
and relationships among data sets must be defined by means of ontologies.

A significant number of energy-related companies posses data about en-
ergy consumption, which is one aspect of Building Information Modelling
(BIM), that are represented in different formats (e.g., SQL, CSV or XLS),
have different update frequencies, and are accessed through different means
(e.g., web services or files). Furthermore, having in mind that these data
belong to private companies, legal aspects such as licensing are of high im-
portance [4].

The technologies and principles underlying Linked Data are successfully
applied in various domains in order to enhance interoperability among sys-
tems, and are starting to be be applied to the architecture, engineering and

Thttp://www.w3.org/standards/semanticweb/data
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construction (AEC) and BIM domains. These opportunities are being ana-
lyzed, discussed and promoted along different initiatives such as, for example,
the LDAC workshop series®.

Linked Data generation and publication are intensive engineering pro-
cesses that demand high attention in order to achieve high quality and, be-
cause of this, some general guidelines and best practices have been developed
to this date. However, as experience has shown, generic guidelines are of-
ten not sufficient to be applied in every domain. In order to overcome this
problem, more domain-specific guidelines have been developed with the aim
of addressing particular characteristics and of providing concrete domain-
specific examples that help practitioners and Linked Data adopters to better
understand and use these guidelines.

This paper aims at guiding through the process of developing Linked
Data related to energy consumption in buildings, including the process of
transforming the data available in any format into Linked Data and its pub-
lication according to the Linked Data principles. To this end, it provides a
methodology for generating and publishing Linked Data with advice on de-
sign decisions. In this paper, we describe each task of such methodology in
detail through several important aspects, which include a detailed descrip-
tion and the steps to be performed within the task. Furthermore, where
possible, we give a list of tools that help in performing the task or some
parts of the task, different alternatives to perform the task, or we outline the
best practices and recommendations that help in achieving a better quality
in the task outputs.

The paper also presents an instantiation of the Linked Data generation
and publication methodology through the transformation into Linked Data
of a data set about building energy consumption. The selected data set
comes from the Leeds City Council Open Data office and includes data about
electricity, gas and oil consumption from various council sites (e.g., buildings
and lights) belonging to the Leeds City Council jurisdiction.

This paper is organized as follows. Section 2 expounds related research
efforts. Sections 3 and 4 present the Linked Data generation and publica-
tion processes respectively, together with the Leeds City Council example.
Finally, Section 5 gives some concluding remarks and discusses lessons learnt
and future lines of work.

32014 edition http://linkedbuildingdata.net /events/ldac2014/



2. Related work

Different works have explored the advantages and potential of using the
Linked Data approach for integrating and enriching AEC data as exposed by
Pauwels and colleagues [5], Abanda and colleagues [6], Madrazo and Costa
[7] or, more recently, by Térméa [8]. Other related work, such as the work
by Térmé and colleagues exposed in [9], already points out specific research
problems in this area (e.g., link-type modelling and link generation). In this
section we review existing works regarding the generation of Linked Data in
the AEC field and also existing general and cross-domain literature about
Linked Data generation and publication.

Regarding the main topic addressed in this paper, that is, Linked Data
generation and publication of AEC data, we can mention the work carried
out by Pauwels and Van Deursen [10] to transform BIM data based on the
IFC standard [11] into RDF. In this case, the authors reported following
no particular methodology and only the development of ad-hoc wrappers is
mentioned.

Other approaches focus on consuming and integrating existing Linked
Data data sets with AEC data in order to overcome interoperability issues,
such as the work described by Curry et al. [12, 13] and by O’Donnel et al.
[14], or also acting as consumers and publishers of data as the reegle data
portal? [15] in the energy field.

On the Linked Data side, we should mention key publications such as
Heath and Bizer’s book for driving the Linked Data generation and publica-
tion process [16] and consequent works such as the outcomes of the LOD2
project [17]. These represent the starting point for following the process of
contributing to the Linked Data initiative; however, some resources might
be specialized depending on the field at hand, as has happened in other ar-
eas (e.g., biology or cultural heritage) where domain experts together with
Linked Data developers have accommodated tools, techniques, and guidelines
to their specific requirements.

Linked Data related to buildings is in its infancy and, since experience
unveils that practices are too general and not enough to be directly applied
to every single domain, it still needs methodological guidelines supporting
its evolution towards a mature and repeatable process and providing clear
examples.

“4http://data.reegle.info/



3. Linked Data Generation Process

This section presents the guidelines for the generation of Linked Data for
some existing data by describing the different tasks to be performed in the
process.

3.1. Select Data Source

The first step of the Linked Data generation process is the selection of the
data source that will be transformed into Linked Data. Such data source is
usually owned by the organization and is selected depending on the specific
needs of the organization or the expected value to be obtained. Alternatively,
an organization may be interested in extending its data with data from other
sources not owned by the organization.

This task is achieved by first defining the requirements for the selection
of the data source and, then, by selecting one or several data sources that
satisfy those requirements.

LCC example. We specified several requirements for the example data:
i) to include data about energy consumption in buildings; ii) to have a clear
license stated and to be available for use; iii) to be represented in some
machine-processable format (e.g., Excel, CSV, XML); iv) to be easily linked
with generic real-world entities; and v) to come from some real scenario.

After searching, we decided to use the Leeds City Council (LCC) data set
on electricity, gas and oil consumption® of a number of council sites in Leeds,
a metropolitan district in the United Kingdom. This particular data set was
selected because it was the one that complied most with the requirements.

3.2. Obtain Access to Data Source

A data source that is already owned by the organization is easier to access
and in most cases such data can be accessed without obstacles, while external
data sources can be accessed in a straightforward way only when they are in
the public domain. However, not all data sources are in the public domain
and some of them are not accessible; in those cases, it is necessary to first
obtain access to the data source.

To this end, it is necessary first to identify the person to contact in order
to request access to the data source and then to request the access to it.
After the access is obtained, the data can be retrieved from the data source.

Shttp://data.gov.uk /dataset /council-energy-consumption/



Provided the user has the required credentials, data can be retrieved
through: file or files containing the data, a programming interface (e.g., an
APT or a web service), a database, or a stream of data (e.g., a sensor network,
a social network feed).

LCC example. The data source of the LCC data set is available in the
public domain from the data.gov.uk web page and is provided in the CSV
format.

3.3. Analyse Licensing of the Data Source

Licenses declared for a data set specify the legal terms under which a
data set can be exploited.

Therefore, in order to prevent legal conflicts, it is necessary to determine
who is the rightsholder and which licenses have been declared for the data.
In practice, this might not be an easy task, since one data set can be offered
through different sources and have different licences associated, and since
there are no legal prescriptions nor standard practices on how to declare the
license.

The first step to perform in order to obtain and analyse the licence is to
identify the authoritative data set publisher. Prior knowledge of who is the
rightsholder is essential to assess if that data has been published by (or in
behalf of) the rightsholder or by an authorized distributor.

The second step is to find the applicable license, which can be performed
by: i) browsing the web page hosting the data, since typically licensing in-
formation is provided as a text in the HTML footer (possibly in a separated
page), as a well-known icon (e.g., Creative Commons), or as a combination of
both; ii) browsing the data set metadata, for example for RDF data looking
in the VoiD/DCAT description for structured information (DublinCore /i-
cense, DublinCore rights, or XHTML license are the most common licensing
elements); iii) inspecting the data set, since licensing information is some-
times present within the data; and iv) contacting the data set publisher if the
above steps have not proven sufficient, or if doubts exist about the applicable
license.

Finally, the third step is to read the license and to determine if the terms
are satisfactory. The analysis of the licenses of a data source should be
performed upon all the available copies and formats of the data. Furthermore,
all analyses should be performed by the same person or group of persons. In
the case when data are to be integrated within a larger data set, it should



be ensured that licenses are compatible and their terms are not mutually
exclusive.

LCC example. The data set publisher is data.gov.uk and the rightsh-
older is the Leeds City Council, as can be directly observed on the data set
web page. Furthermore, the web page states that the license for the data set
is the Open Government License®, which grants permission of copying and
publishing of the data and, therefore, they can be freely used.

3.4. Analyse Data Source

When the license of the data source permits its further use, the next step
is to analyse the data source in order to get insight into the data in it and
into how such data are structured and organized.

The first step is to analyse the data in order to observe the characteristics
of the data, such as quantities, value ranges, etc. Data can be more or less
structured; the more unstructured the data are the harder their use is.

The second step is to obtain the schema of the data, identifying the
domain concepts that are described in the data set, together with all the
relevant relationships between them. In some cases, the schema already
exists and can be completed with the results of data analysis. If the schema
is not available, it has to be extracted directly from the data.

LCC example. As mentioned before, the LCC data set is available as
a CSV file containing electricity, gas and oil consumption data for a number
of council sites (e.g., buildings, lights, parks) in Leeds.

For each council site, the data set contains the unique property reference
number and the site name and full address (street, place, and postal code).
Since the data source does not contain precise information about location
types, the beginning and end of time intervals, and units of measurement,
we contacted the Leeds City Council Open Data office in order to obtain the
required information and to complete the schema of the data than can be
observed in the first row of the CSV file.

3.5. Define Resource Naming Strategy

Since the principles of Linked Data already state that URIs must be used
for naming resources, the next step is to define the strategy to define the
URIs to be used to name the generated resources.

Shttp://www.nationalarchives.gov.uk/doc/open-government-licence/version /2 /



There are two basic forms of URIs. One form is the hash URI, in which a
URI contains a fragment that is separated from the rest of the URI by a hash
character ("#’). An example of this type of URI for an energy company could
be http://www.energycompany.com/about#energyCompany. In the case of
hash URIs, access is always provided to data as a whole and the fragment part
has to be stripped off when the URI is requested from the server. Because
of this, a hash URI does not necessarily identify an information resource and
cannot be retrieved directly; however, hash URIs can be used to identify
non-information resources.

Slash (’/?) URIs imply a 303 redirection to the location of a document that
represents the resource and content negotiation. In this case, resources can be
accessed individually or in groups. An example of this type of URI for an en-
ergy company could be http://www.energycompany.com/about/energyCompany.
Drawbacks of slash URIs include HTTP roundtrips, redirects and the need
for web server configuration.

When designing URIs, it is advisable to consult well-established guide-
lines, such as Cool URIs [18], design guidelines for the UK public sector [19],
ten rules for persistent URIs [20], or Linked Data patterns [21].

The first step to develop a resource naming strategy is to choose a URI
form (hash or slash). In the case of choosing slash URIs, it is also needed to
choose one of the two specified content negotiation alternatives’.

The second step is to choose a domain and a path for the URIs which
form the base URI. Finally, the third step is to choose a pattern for ontology
classes and properties in the ontology, as well as for individuals.

Unambiguity is of high importance for this task, and one URI should
identify only one item. Furthermore, URIs should be persistent and should
not contain anything that can change (e.g., state information). One possible
way to achieve this is to use a domain that is under direct control of the
organization generating the data or to use persistent uniform resource locator
(PURL), which is a service for resource management and redirection settings.

When defining resource URIs, it is advisable to separate the ontology
model from its instances. To this extent, the string “ontology” and the
ontology name should be appended to the base URI in the case of an ontology
model, and the string “resource” and the ontology class name should be
appended to the base URI in the case of instances. Finally, URIs should be

Thttp://www.w3.org/TR/cooluris/#choosing/



defined in a readable manner so that people are able to understand them.

LCC example. According to the tips provided in [18], since our data
set will contain a significant volume of data, and since it can grow in the
future with the availability of more data, slash URIs with forwarding to
one generic document will be used. In the case of the ontology, since it
is rather small, hash URIs will be used. The URI domain to be used is
http://smartcity.linkeddata.es/, which has been chosen because it is under
our direct control, and the base URI to be used for the ontology model and
the data is http://smartcity.linkeddata.es/lcc/.

Following the tips, the classes in the ontology will have the path form
/ontology /< ontologyName> #< className>. Similarly, the properties in the
ontology will have the form /ontology/<ontologyName> #<propertyName>.
Finally, the instances in the ontology will have the form /resource/<className>
/<identifier>.

3.6. Develop Ontology

The ontology is developed through several consecutive steps [22]. The first
step is to define the requirements that have to be fulfilled by the ontology [23].
These requirements can be related to the purpose of usage of the ontology,
to the domain that the ontology is covering, or to technical details of the
ontology, among others.

The second step is to extract the terms from the data schema and from
the data, where basic concepts and the relationships between those concepts
are extracted. These extracted terms should consist of not only the terms
from the data source, but also of synonyms of those terms.

The third step is to define the ontology conceptualization by defining a
simple model with the main concepts of the ontology and the relationships
between them.

Since reusability is one of the main principles to follow when developing
ontologies, the fourth step is to search for existing ontologies that best fit the
previously-extracted terms (and their synonyms).

In those cases when widely-used ontologies are already known and can be
reused with certain classes or properties, terms from these ontologies can be
selected for reuse and there is no need to search for other ontologies.

The fifth step is to select for reuse [23] ontologies and/or ontology ele-
ments found in the previous step in such a way that: i) the semantics of the
class or property in the ontology is related to the term; ii) if the term relates
to a class, the class in the ontology has as much properties that correlate to
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the term as possible; iii) the ontology that describes the class or property
related to the search term is widely accepted and used.

The sixth step is to implement the ontology according to an ontology im-
plementation language and following the resource naming strategy; this step
is performed through ontology integration and ontology completion. The
integration of concepts from the selected ontologies into an initial implemen-
tation could be done either by importing the ontology to be reused into the
ontology being developed or by referring to element URIs so that only those
element references are included in the ontology being built [24]. If existing
ontologies do not provide all the information needed to represent the data, it
is necessary to complete the ontology by introducing new classes and prop-
erties that are related to the terms. In this case, it is advisable to expand
abbreviations and acronyms and to follow common lexical conventions, such
as those presented in [25].

The seventh step is to evaluate the ontology [26]. For doing so, several
dimensions for ontology evaluation could be taken into account [27] (e.g., log-
ical consistency, modelling issues, human understanding, ontology language
conformance). In order to carry out this activity, it is advisable to use online
ontology evaluation services, reasoners and syntax validators.

For searching existing ontologies, the smart city ontology catalogue, Linked
Open Vocabularies and search engines (e.g., Google) can be used.

LCC example. For the LCC example ontology, several requirements
were specified: i) the ontology should adopt concepts and design patterns in
other ontologies where possible and ii) the ontology should be implemented
in OWL 2 DL [2].

As the schema of the LCC example is already available within the CSV
file, it was used (together with available data) as a reference for the terms and
their synonyms, presented between brackets. These terms include: unique
property reference number, council site (public building, public structure),
suburb, metropolitan district, address, street, postal code, consumption (uti-
lization), utility (energy), identifier, date, time, value. Furthermore, since
the name of each council site reveals its type, we have extracted the terms
representing those types (e.g., library, museum, park, countryside).

Based on the previously extracted terms, we have defined the ontology
conceptualization. Due to space restrictions the final model will be shown
below instead of the conceptualization.

In order to search for existing ontologies that describe the extracted terms,

10



we have used Linked Open Vocabularies®, Google, and the smart cities on-
tology catalogue®. Several ontologies were found: the schema.org ontology
provides a class for describing public sites, which can be used for council site
concept, and some additional classes and properties that can be used for this
concept (e.g., PostalAddress, CityHall and Park, among others); because of
this, this ontology was selected for reuse. The concept of metropolitan dis-
trict was found in the Ordnance Survey ontology so it has also been selected
for reuse. Furthermore, this ontology also provides a concept for describing
places (i.e., NamedPlace).

In order to capture energy consumption, we have reused the Seman-
tic Sensor Network (SSN) ontology. The key class in this ontology is the
ssn:Observation class. The one-year time intervals of the observation are rep-
resented with the time:Interval class from the W3C’s Time ontology, while
the observed value of the consumption is modelled with the ssn:SensorOutput
and ssn:Observation Value classes. To capture the specific indicator for which
the consumption is related to, the ssn:Property class and the ero:FinalEnergy
class from the Energy Resource Ontology have been used. Measurement units
are captured with the om:Unit_of-measure class from the Units of Measure
ontology.

The ontology developed for the LCC example has been implemented in
OWL using Protégé!® as the ontology editor. The final implementation of
the ontology is shown on Figure 1. Due to space reasons, the first level of
the schema:CivicStructure hierarchy is not complete and the second level is
not shown on the figure.

The integration of the reused elements has been done by referencing such
terms, instead of by importing the reused ontologies as a whole. For exam-
ple, the class ssn:FeatureOfInterest has been included in the ontology and
extended by means of the schema:CivicStructure class.

Since the search for existing ontologies did not provide results for all
extracted terms and their synonyms, it was necessary to complete the ontol-
ogy with several properties and classes introduced in our namespace (lcc).
For example, a new property lcc:hasQuantity Value has been introduced to
the ssn:ObservationValue class. Furthermore, a complete hierarchy for the

8http://lov.okfn.org/
9http://smartcity.linkeddata.es/
Ohttp:/ /protege.stanford.edu/
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ssn:observation ssn:observation

Result SamplingTime
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ssn:ObservationValue -
: - o ssn:FeatureOf [ ssn:Property | time:Instant
Icc:hasQuantityValue :: xsd:decimal Int t ‘E
T nteres ero: nergyl . /N time:inXSDDateTime :: xsd:dateTime
Icc:hasQuantityUnitOf ConsumerFacilit
Measurement
ero:consumes .| gro:FinalEner:
- EnergyType 9y
[ om:Unit_of_measure |
schema:CivicStructure schema:address —————» schema:PostalAddress
admingeo:in __ | lcc:uprn :: xsd:String schema:addressLocality :: xsd:String
District dctitle :: xsd:String schema:containedin schema:addressRegion :: xsd:String
-/t schema:streetAddress :: xsd:String
schema:postalCode :: xsd:String

‘ admingeo:Metropolitan ‘
District | OfficeSite —— SocialSite |

[ CulturalSite —1—{ OpenAirSite |

schema:Place

\ gazetteer:NamedPlace |

[ LeisureSite | [ StorageSite |

[ SupplySite —1—{ EducationalSite |

\ AccomodationSite {——\ AdministrativeSite \

Class P  object property
Legend
E datatype property :: datatype {> subclass of relation

Figure 1: EnergyConsumption ontology for the LCC example.

schema:CivicStructure class has been introduced. For example, a new class
lec:CulturalSite has been introduced for representing council sites related to
culture, together with related sub-classes (schema:Museum and lec:Library).
Also, a new class has been introduced to represent suburbs.

The ontology developed for this example has been evaluated using the
OOPS! pitfall scanner!!, the syntax of the ontology was also validated, and
the Pellet!'? reasoner was used in order to evaluate the logical consistency of
the ontology.

3.7. Transform Data Source

The ontology and the resource naming strategy are used in the transfor-
mation of the data into the RDF format.

The first step of this task is to select the RDF serialization. While several
serializations of RDF exist'® (the W3C recommendations are RDF /XML,

"http://oeg-upm.net/oops/
2http://clarkparsia.com /pellet/
Bhttp://www.w3.org/TR/rdf11-concepts/#rdf-documents
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Turtle, N-Triples and JSON-LD), no serialization is better than other and
the benefits of using a specific serialization may include simplicity, speed of
processing, and readability by humans.

The second step is to select a tool for data transformation, depending on
the format of the data (database, spreadsheets, etc.) and on concrete needs
of the transformation process (e.g., dynamicity).

The third step is to use the selected tool in order to obtain the RDF data.
This usually requires to define a mapping between the data and the ontology,
which also specifies the naming of all instances in a data set according to the
resource naming strategy defined.

Furthermore, in this step the compliance with the Linked Data principles
and best practices should be ensured, in order to facilitate data reuse and
discovery. The most relevant aspects to check in this task are [28]: to avoid
blank nodes, to use HT'TP URIs, to use external URISs, to provide owl:sameAs
links (addressed in the next task), and to reuse existing terms.

The fourth step is to evaluate the obtained RDF data set. Several ap-
proaches for the evaluation of Linked Data exist (some of them supported by
tools): validation of the syntax of the RDF produced; licensing evaluation,
which includes checking whether the data set contains machine-processable
and human-readable indications of the license; checking for literals that are
incompatible with the data type ranges; checking whether the data set con-
tains redundant objects (i.e., if it contains any pair of two equivalent ob-
jects with different identifiers) and checking whether the data set contains
duplicate entries; checking whether the data set uses existing established
ontologies to represent its entities; or determining whether a data set pro-
vides possibilities for obtaining the necessary information (e.g., in terms of
SPARQL [29] queries).

Different file formats and the dynamicity of the data that can be trans-
formed into RDF are addressed through a set of tools that can be used to
perform the transformation task. There are tools available for transforming
data from databases (e.g., morph-RDB, D2R Server, TopBraid Composer),
XML files (e.g., XML2RDF, OpenRefine, TopBraid Composer), spreadsheets
(e.g., Excel2rdf, RDF123, XLWrap, TopBraid Composer, OpenRefine), or
data streams (e.g., morph-streams D2R server).

LCC example. Since the data set is small and the speed of processing
is not an issue, the Turtle serialization was selected because it is easy to read
by humans.

Besides, since the data are available in the CSV format, we have selected

13



OpenRefine'* with the RDF extension for transforming the data into RDF.
This tool was selected because it is easy to use and it is widely-known in the
community.

We have used the selected tool to generate RDF Data from the CSV
file, having in mind the Linked Data principles and best practices. Using
OpenRefine, this can be achieved in several steps: i) making initial transfor-
mations to the data in order to correct errors; ii) creating mappings between
the columns and rows in the table and the ontology and specifying the pat-
tern for naming instances according to the resource naming strategy; and iii)
choosing the RDF syntax and generating the Linked Data.

We evaluated the RDF data by executing several SPARQL queries and
by observing the correctness of the obtained results. All the results obtained
with SPARQL queries are correct and in line with the original data. Further-
more, we have also validated the representational consistency, i.e., using the
Pellet reasoner we have checked whether the RDF data are consistent with
the used ontologies.

3.8. Link with Other Data Sets

The task of data linking has the goal of creating links in the RDF data
[30] and it can be achieved in several consecutive steps by using the RDF
data set and the ontology as inputs. The first step is to identify classes whose
instances can be the subject of linking, while the second step is to identify
data sets that may contain instances for the previously-identified classes.

The third step is to select the tools for performing the task. Different
tools for data linking exist, and each tool has its advantages and provides
different functionalities for certain matching tasks. However, in some cases,
the linking can be performed manually (e.g., when the generated data set
is small, or when the number of instances to link is low), and the next step
is not necessarily performed. The fourth step is to use the tool in order
to obtain links. Different tools are used differently and each tool requires
configuration from the user in a specific form.

Tools that can be used for data linking include LN2R, LD mapper, Silk,
LIMES, RDF-AI, Serimi, and OpenRefine with the reconciliation service of
the RDF extension.

LCC example. The classes whose instances can be subjects of linking

Yhttp:/ /openrefine.org/
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were identified first. In the case of the ontology developed for the LCC exam-
ple, the identified classes include lcc:Suburb and admingeo:MetropolitanDistrict.

DBpedia is a database containing the structured content from the Wikipedia
pages in RDF format; it was identified as the data set that might contain
relevant instances of the previously mentioned classes.

Since in the LCC RDF data set there is a significant number of instances
that can be linked, and since OpenRefine has been used for transforming the
data into RDF, we have selected OpenRefine for performing the linking task.

The RDF extension of OpenRefine can perform the search task and find
the links which can be represented in a separate column in OpenRefine and
mapped with the related RDF instances using the owl:sameAs property.
When such mapping is created, the links appear in the RDF data exported
by OpenRefine.

In total, there were 120 different instances that the tool suggested for cre-
ating links with instances in DBpedia. After performing the linking process,
110 of these instances have been linked.

4. Linked Data Publication Process

The goal of the Linked Data publication process is to make available and
discoverable on the Web the generated linked data set and its associated
ontology. This section describes the tasks that compose this process.

4.1. Publish the Data Set and the Ontology on the Web

The goal of this step is to make accessible through the Web the main
products of the generation process, that is, the ontology and the RDF data
set. This step should carefully follow existing principles and best practices
in order to achieve the desired added value for the publisher. In particular,
both the ontology and the RDF data set should be published in a way that
adheres to the Linked Data principles. Moreover, the publication process
must be aligned with the desired access policies; to this end, both the HTTP
stack and Linked Data technologies provide the access control mechanisms
to do so. For instance, the publisher could decide to enable access exclusively
within a particular local network, to require credentials, etc.

The first step in this task is to store the RDF data into a persistent
repository where they can be then accessed and queried. A natural choice
is to use an RDF repository, i.e, a graph-oriented repository whose main
advantage is that it offers the possibility of querying the RDF data set using
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the standard SPARQL query language. Nevertheless, there are other ways to
store RDF data that could integrate better with existing infrastructures or
architectures of the organization publishing the data. Furthermore, in this
step the ontology must also be published online in a file.

The second step is to enable resolvable HI'TP URIs and content nego-
tiation, i.e., the mechanisms for accessing the data through the Web. The
second principle of Linked Data recommends to use HT'TP URIs, which allow
the retrieval, creation, update and deletion of RDF data using the standard
and generic methods provided by the HTTP protocol (mainly GET, POST,
PUT, and DELETE). Additionally, other common recommendation is to pro-
vide content negotiation for clients requesting different representations of the
data, meaning the data could be served in different formats and serializations
such as HTML, JSON or Turtle, depending on the request made by a certain
user agent (a browser, a semantic application, etc.). Although the publisher
can implement a service layer that provides HT'TP access and content negoti-
ation to the repository, there are several out-of-the-box solutions (frequently
called linked data front-ends) that enable the publisher to easily set up the
HTTP access to the data set in way that is compliant with standards and
best practices.

The third step is to enable a SPARQL HTTP endpoint. One of the
advantages of using RDF to model the data set is that it can be queried in a
standard query language, namely SPARQL. Once the publisher has set up the
RDF store and loaded the data, access through HT'TP using SPARQL can be
configured. This configuration should take care of security and performance
issues because having an open repository on the Web comes with potential
problems such as very expensive or harmful queries that could slow-down or
even completely halt the service.

Besides specialized RDF repositories, there are other options for stor-
ing RDF, such as using a relational database system or a so-called NoSQL
database system (see [31] for an empirical evaluation of existing solutions).

LCC example. We have chosen to store the RDF data set into a special-
ized RDF repository; in particular, the data have been stored into Openlink’s
Virtuoso Open Source repository!®. It is important to have in mind that in
this step, the data are not yet available on the Web. Besides, the ontology

Bhttps://github.com/openlink/virtuoso-opensource
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developed for the LCC example has been published online!®.

In order to enable HTTP access to the data, a Linked Data front-end
has been selected and configured. In particular, we have chosen the Elda
implementation of the Linked Data API specification. This front-end guar-
antees access via HT'TP to our data and enables content-negotiation to allow
consumers to request the data in different formats.

The last step in the process has been to enable access to the RDF store
settled up in the first step. For this, we have configured our Virtuoso store to
be accessible through the SPARQL HTTP protocol and have enabled public
access!”. This public access allows anyone to query our repository using the
SPARQL language, but it is important to note that this access could be
restricted using standard HT'TP security mechanisms and a more specialized
configuration of the repository.

4.2. Publish Metadata and Online Documentation

Once the RDF data have been stored, the next task is to create and
publish the documentation of the RDF data set and the ontology. This
documentation is oriented to both human and machine users and its purpose
is to facilitate the usage of the data set that is being made available.

The first step in this task is to create and publish machine-readable meta-
data descriptions. In recent years two vocabularies published by the W3C
allow describing data sets and data catalogs in RDF: VoID (Vocabulary of In-
terlinked Datasets) and DCAT (Data Catalog Vocabulary)!®. The VoID vo-
cabulary [32] focuses exclusively on linked data sets with metadata elements
to describe general aspects (e.g., name, authors, license), access methods
(addresses of SPARQL endpoints and data dumps), structural characteris-
tics (e.g., URI patterns, vocabularies used, statistics), and links (e.g., target
data sets linked to by the data set). DCAT, on the other hand, is oriented to
any type of data set/catalog (including Linked Data data sets) and provides
a richer set of metadata elements to describe the data in terms of versions,
composition of catalogs, or maintenance. Both vocabularies are complemen-
tary and the recommendation is to describe the data set first using DCAT
and to provide further descriptions of exclusive Linked Data aspects using

Yhttp: / /smartcity.linkeddata.es/lcc/ontology /Energy Consumption
17http:/ /smartcity.linkeddata.es/sparql
Bhttp:/ /www.w3.org/ TR /vocab-dcat /
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VoID. Regarding the publication of these descriptions, they should be pub-
lished in the same way as the RDF data set and the ontology by following
the Linked Data principles and best practices.

The metadata description must include licensing information. If the data
set has to be used in an industry setting, where litigation around intellectual
property is a real possibility, the data set must be perceived as a trustable
asset with clear licensing terms. Data publishers should always publish a
license along with the published data set. In the case when the publisher is
allowed to publish the data set, in order to define and publicize the license of
the data set to be released, the first step is to choose the right license. If the
publisher is also the data rightsholder, any license can be chosen; if the data
to be published includes (or is based on) data from other parties, the license
must encompass possible restrictions imposed by other parties. Finally, an
appropriate method to publish the license has to be chosen, ensuring that
the license is visible both to humans and to machines. To achieve this,
a Dublin Core license element is the most recommended choice. If using
HTML, introducing RDFa annotations [33] is a good practice.

The second step is to create and publish a human-readable documentation
of the data set and ontology. Providing documentation about the data set and
the ontology can ease data usage to consumers. As with APIs, a good doc-
umentation helps developers to understand the available access mechanisms
and the underlying data model (i.e., the ontology). Regarding the ontology,
there are existing tools that can help the publisher to semi-automatically
generate a human-readable documentation based on the machine-readable
descriptions and axioms available in the ontology. Regarding the data set,
the documentation could be generated out of VolD and DCAT descriptions,
but it is recommended to use an online data catalog such as datahub.io to
save time and effort and benefit from the visibility provided by this kind of
repositories.

LCC example. For our running example, we have created a data set
description using DCAT and VoID in combination. This machine-oriented
description has been made available online?®. Besides, we have decided to
use a data catalog to provide information about the data as we will describe
in the next section. The human-oriented documentation of the ontology has

Yhttp://datahub.io/
2Ohttp://smartcity.linkeddata.es/lcc/dcat. tt]
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been semi-automatically produced using Widoco and is available online?!.

4.3. Enable Data Set Discovery

The goal of this step is to enable the mechanisms to complement the
efforts from the previous step and to allow both human and machines to
discover and better use the data set. These mechanisms include traditional
ways oriented to search engines, such as the so-called sitemaps, and other
more oriented to the new trend of publishing data on the Web such as data
catalogs. Given the high number of choices, in this step we focus on three
simple steps that can offer visibility and discover-ability while minimizing
the invested effort.

The first step is to create a sitemap, either manually or using some tool. A
sitemap?? is a mechanism to inform search engines about the page structure
of a certain web site in order to allow for a more efficient crawling. It is widely
used and adopted by major search engines and it is therefore recommended
for any type of web site including data sets. Once created, the sitemap should
be uploaded to the major search engines.

The second step is to register the data set in datahub.io. Currently,
there are available several online data catalogs, that range from general open
data catalogs like datacatalogs.org to corporate initiatives like Google Public
Data?3. Although these catalogs are interesting and could help discover-
ability, in a Linked Data scenario we recommend to register the data set into
the datahub.io catalog, given that it is cross-domain, widely-used and allows
for automatic crawling by the system that creates the LOD cloud registry,
as we will seen in the next point.

The third step is to ensure the fulfillment of requirements to be added to
the LOD cloud. As mentioned above, registering the data set into datahub.io
can enable our data set to be promoted within the LOD cloud initiative
which can boost its visibility and, ultimately, its reuse and connection to
other data sets. In order to ensure that, it is necessary to follow a set of
recommendations®* that basically consist on adding the proper metadata

2http:/ /smartcity.linkeddata.es/lcc/ontology /EnergyConsumption

2http://www.sitemaps.org/

Zhttps://www.google.com /publicdata/admin/

Zhttp:/ /www.w3.org/wiki/TaskForces/CommunityProjects/LinkingOpenData/DataSets
/CKANmetainformation
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and ensuring that the published data set conforms to a set of Linked Data
best practices.

LCC example. We have used the sitemap4rdf tool*® to generate a (se-
mantic) sitemap of our data set®. This sitemap is automatically generated
by extracting data directly from the SPARQL endpoint.

The data set has been registered into datahub.io®”, precisely describing
its characteristics and focusing on easing the access and reuse of the data set.
We have made sure to fulfill the criteria to be included in the LOD cloud
using the datahub.io catalog entry to do so. In particular, we have followed
the guidelines provided by the LOD cloud community and checked the result
with the record validator?® provided for this in the LOD cloud website.

5. Discussion and Conclusions

Although some general guidelines for Linked Data generation and pub-
lication exist, experience has shown that such general guidelines are not al-
ways sufficient in order to be applied to every domain. In order to overcome
this issue, guidelines that are more domain-oriented need to be developed.
Such guidelines tend to address domain-specific characteristics and provide
domain-related examples, which help the community to better understand
Linked Data technologies and might lead to their faster adoption.

This paper presents a set of guidelines for Linked Data generation and
publication, together with one complete example in the domain of energy
consumption in buildings. By providing detailed descriptions of each task in
the generation and publication processes, these guidelines help both private
and public organizations that work with data about energy consumption
in buildings in generating Linked Data from already-existing data and in
publishing the generated data according to the latest standards.

This paper also presents a complete example of how to use the guidelines
in order to generate and publish energy consumption data as Linked Data, in
particular the energy consumption data from the Leeds City Council. This
example helps the audience from different organizations to gain better insight

Zhttp:/ /lab.linkeddata.deri.ie/2010 /sitemap4rdf/
26http://smartcity.linkeddata.es/lcc/sitemap.xml

2Thttp://datahub.io/dataset /lcc-leeds-city-council-energy-consumption-linked-data
Zhttp:/ /validator.lod-cloud.net/
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into the processes of Linked Data generation and publication, thus ensuring
the highest quality of the outputs of these processes.

The guidelines presented in this paper are aimed to help researchers
and practitioners interested in energy consumption in buildings in exploiting
Linked Data technologies. Since it is reasonable to expect that such tech-
nologies are new to target practitioners, future work will deal with creating
a set of services for facilitating the usage of Linked Data technologies. Such
services will help practitioners in adopting these technologies, and thus create
benefits for their organizations.

We expect the building modelling community to actively take part and to
exploit the benefits of Linked Data technologies by generating and publishing
their data as Linked Data. To that extent, the guidelines presented in this
paper are a valuable resource to achieve this goal.
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